Convergence time in infinite-range neural networks with parallel dynamics at zero temperature
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In simulations on the Little-Hopfield model it is found that the convergence time to a stable state close to one of the embedded patterns scales like \(c(m_0) \log_{10} N\), where \(N\) is the size of the network and \(c(m_0)\) depends on the initial macroscopic overlap \(m_0\) with the pattern. In a related model known as the pseudoinverse model the convergence time to the pattern is much smaller than \(\log_{10} N\). The results are compared with other possible pattern recognition methods.

During the last few years there has been extensive interest in the theory of neural networks that model associative memories. In such models the number of patterns one can store and retrieve is found to be \(p = \alpha N\) (\(\alpha \leq 2\)), where \(N\) is the number of neurons (spins) and the number of synapses connecting neurons are of \(O(N^2)\). Therefore the embedded information per synapse is of \(O(1)\) which might be expected from an information theory point of view. Nevertheless, the quality of a system as an associative memory is a function of many parameters like the quality of the retrieval, basins of attraction, rate of convergence to the patterns, etc., beside the capacity per synapse.

In this paper we present some results of simulation on the convergence time to the embedded memories versus the size of the system, under parallel dynamics where \(p \sim N\). The simulations were made on the fully connected Little-Hopfield \(^1\) (LH) model and on the pseudoinverse (PI) model \(^3\) at zero temperature. In this limit it is simpler to get better results, because the effect of thermal noise is eliminated. This limit may also have practical advantages if one wants to build pattern recognition devices.

In the thermodynamic limit and where \(p \sim N\), unfortunately one can only calculate the time evolution of the macroscopic overlap analytically for the few first time steps. \(^5\) The calculation of the macroscopic overlap for a large number of time steps becomes very complicated and is still an unsolved problem.

The models to be discussed here are governed by an energy

\[
H = -\frac{1}{2} \sum_{i \neq j}^N J_{ij} S_i S_j
\]  

(1)

where \(S_i = \pm 1\) and \(N\) is the size of the network. The couplings, synaptic efficiencies, are constructed of the \(p\) given spin configurations (patterns) and given in the LH case by

\[
J_{ij} = \frac{1}{N} \sum_{\mu=1}^p \xi_i^{\mu} \xi_j^{\mu}
\]  

(2)

and in the PI case by

\[
J_{ij} = \frac{1}{N} \sum_{\mu, \nu=1}^p \xi_i^{\mu} \xi_j^{\nu} (C^{-1})_{\mu \nu} \xi_j^{\nu}
\]  

(3)

where \(\{\xi_i^{\mu}\}\) are quenched independent random variables which could take the values \(\pm 1\) with equal probability and stand for the \(i\)th bit in the \(\mu\)th pattern. Here, \(C^{-1}\) is the inverse of the overlap matrix \(C\) defined by

\[
C_{\mu \nu} = \frac{1}{N} \sum_{i=1}^N \xi_i^{\mu} \xi_i^{\nu}.
\]  

(4)

Parallel dynamics at zero temperature means that the configuration at time step \(t\) is given by the rule

\[
S_i(t) = \text{sgn} \left( \sum_{j=1}^N J_{ij} S_j(t-1) \right)
\]  

(5)

where all the spins are updated at the same time and \(\{S_i(0)\}\) is the initial configuration. The dynamical process evolves until \(S_i(\tau) = S_i(\tau-1)\) for \(i = 1, 2, \ldots, N\), and the lowest such \(\tau\) is defined as the convergence time.

In the simulations the initial configuration was picked at random under the constraint that it has an overlap \(m_0\) with a certain pattern. In order to get good enough statistics for each model and for each system size we used the following procedure: (1) choose \(n_c\) different samples, (2) in each sample we start with an initial overlap \(m_0\) with each one of the patterns, and (3) in each such “valley” of one of the patterns we start with \(n_c\) different random initial configurations which have an overlap \(m_0\) with the pattern. Therefore the number of measurements for each system size is \(pn_c n_c\). It is obvious that it is better to make the simulations on \(pn_c\) different samples. This is due to the fact that many measurements in the same sample and within the same “valley” are correlated. Nevertheless, we choose this way, especially for large systems, in order to limit the slowest computations, which are the calculation of the synaptic efficiencies for each sample.

In Figs. 1 and 2 the results for the LH case are presented, where \(\alpha = 0.1\) and \(m_0 = 0.4\) and \(m_0 = 0.6, 0.75\), respectively. For \(N = 50-100\), \(n_c = 100-150\) and \(n_c = 100-150\); for \(N = 300-500\), \(n_c = 20-30\) and \(n_c = 2-4\); and for \(N \geq 1000\), \(n_c = 3-5\) and \(n_c = 1-2\). We would like to stress that in both of these figures the ferromagnetic point, \(p = 1\) (or in our cases \(N = 1/\alpha = 10\)), is known analytically without any errors. The convergence time in
this case is exactly 1, for the reason that after one step one knows undoubtedly that the system is in a stable state without any need to check it.

In these simulations \( \alpha \) was fixed to be 0.1 in order to be as far as one can in the region of a finite \( \alpha \), but not too close to the maximum capacity in the thermodynamic limit \( \alpha_c \approx 0.14 \), above which the fraction of errors in the retrieval increases dramatically. Nevertheless, in finite systems, the transition as a function of \( \alpha \) and the overlap of the retrieval state with the pattern are not sharp functions as they are in the thermodynamic limit. Therefore in the simulations we decided to count only cases where the final overlap was greater than 0.9. We also checked that the fraction of cases, among \( pn, n_c \) measurements, which converge to a stable state with respect to a single spin flip and which have a magnetization greater than 0.9 is an increasing function of the size of the system (cyclic flows with an average magnetization greater than 0.9 are very rare). This is an indication that \( m_0 \) is within the basin of attraction, which is true only for \( m_0 \geq 0.4 \) in our system size.

The simulations suggest the following results. (1) The average convergence time to a stable state close to the pattern scales with \( \log_{10} N \), which can be seen even in small systems. More precisely, the convergence time is fitted by \( t_{\text{conv}} = c(m_0)(\log_{10} N - 1) + 1 \), where the slope \( c(m_0) \) is a constant which depends only on \( m_0 \). (2) The slope of the average convergence time versus \( \log_{10} N \) is a decreasing function of \( m_0 \). The slope \( c(m_0) \) for the average convergence time is given by 0, 1.4, 2.1, and 3.35 for \( m_0 = 1, 0.75, 0.6, \) and 0.4, respectively. It seems that at least for this range of \( m_0 \), a good approximation for \( c(m_0) \) is given by \( c(m_0) \propto 1 - m_0 \). (3) The width of the distribution of the convergence time also seems to scale with \( \log_{10} N \) as shown in Fig. 1.

The result that \( t_{\text{conv}} \propto \log_{10} N \) can be compared with information theory. Basically, the task in such pattern recognition systems is to identify (flow to) the pattern which has the maximal overlap with the initial configuration. Let us try to compare these results with other possible methods. The calculations of the overlaps of the \( p \) patterns with the initial state can be done in parallel dynamics (or using continuous neurons) even in \( O(1) \) time steps. The search of the maximal overlap among the \( p \) overlaps using parallel dynamics on a binary tree, for instance, takes \( c \ln N \) time steps where \( c = 1/\log_{10} 2 \) (see also Ref. 7). Therefore one can do the same task by other methods with time proportional to \( \ln N \), but with a bigger coefficient in comparison to the average \( c(m_0) \) for \( m_0 \geq 0.4 \) (at least for the parallel binary search). Nevertheless, from a practical point of view one can terminate the dynamical process after a finite number of steps which ensure an overlap close enough to 1.

The result that the slope \( c(m_0) \) is a function of the initial configuration is surprising, because the magnetization for \( m_0 = 0.6 \), for instance, after one step and in the thermodynamic limit is greater than 0.75.\(^5\) Therefore it seems natural that the asymptotic behavior of \( c(m_0) \) should be independent of the initial overlap. However, from Ref. 5 one can verify that the magnetization in each time step is not only a function of the magnetization in the previous step, but is a function of the magnetizations and the correlations among the configurations in all the previous time steps. Furthermore, in the thermodynamic limit one can explicitly verify from Ref. 5 that \( m(t) \) as a function of \( m_0 \) is greater than \( m(2) \) as a function of \( m(1) \) for \( m(1) = m_0 \), where \( m(t) \) is the average magnetization at time \( t \). This result might indicate that also for a large number of time steps the convergence time is slower as \( m_0 \) is smaller, which is in agreement with our results.

The result that the broadening of the convergence time distribution scales like the average convergence time is also a surprising result. In order to explain such a behavior, let us consider for simplicity the following convergence process. Assume \( \Delta(t) \equiv m(t) - m(t-1) = \epsilon \), then \( \Delta(t + 1) = \gamma \epsilon \), where \( \gamma < 1 \). The process is terminated when \( \Delta(t) < 1/N \), yielding a convergence time of \( O(\ln N) \).

For a fixed \( \gamma \) the distribution of the convergence time is
of $O(1)$, and for a random $\gamma(t)$ with a finite width the distribution is of $O(\sqrt{\ln N})$. Nevertheless, a possible source for a distribution width of $O(\ln N)$ is that $m(t)$ is a function of $\{m(t_i)\}$ and $\{q(t_i,t_j)\}$, where $t_i, t_j < t$ and $q(t_i,t_j)$ is the overlap between the configurations at $t_i$ and $t_j$. For instance, one can verify analytically that $\frac{dm(1)}{dm_0} \approx \frac{dm(2)}{dm_0}$ for $m(1) = m(2)$. Therefore our process is a random process with a long memory and one would expect that also the average $\gamma(t)$ depends on the history of the system. [An example is a process where the average $\gamma(t)$ increases as a function of the average $\gamma$ in the past.] Another possibility is that this result might in fact be $O(\sqrt{\ln N})$ in larger systems or with a better statistics even in our large systems.

The results for the PI case for $a=0.1$ and $m_0=0.3$ are presented in Fig. 3. Here, the basin of attraction is larger than in the LH case and enables a smaller $m_0$ to be used, which gives relatively a larger convergence time. In this case, only stable states with an overlap which is equal to 1 are included, for any system size. These results show that in the PI case the convergence time scale is much smaller than $O(\ln N)$, and maybe converges in the thermodynamic limit even to a constant. Furthermore, the width of the distribution of the convergence time does not scale with $\ln N$.

These results could be understood by the fact that in a configuration which is one of the patterns, the local field on each spin is equal to $1 - J_{jj} \approx 1 - a$. This result is in contrast to the behavior in the LH case, where there are many spins with small negative and positive local fields. Furthermore, even far away from the pattern the average overlap, within the replica symmetric approximation, is given by $m = \tanh(Jm/T)$, where $T$ is the temperature, $m$ is the only macroscopic overlap, and $J$ is given explicitly in Ref. 3. This result is very similar to the result in the ferromagnetic case. Therefore one would expect that the behavior of the system would be similar to a ferromagnetic system, and hence the convergence time is much faster.

This result immediately raises the question of whether one can build other pattern recognition systems, for instance a layered network, which can solve the task with $O(1)$ time steps. The answer to this question is affirmative, and let us now briefly describe the structure of such a layered network. The first layer contains $p$ neurons $\{S_l^j\}$ taking continuous values, such that $S_l^j = m_i$, where $m_i$ is the overlap of the input with the $l$th pattern.

In the next layer there are $p(p - 1)$ two-state neurons $\{S_{l+l}^{l+k}\}$, where $l = 1, 2, \ldots, p$, $k = 1, 2, \ldots, p - 1$, and $S_{l+l}^{l+k} = \Theta(m_l - m_k)$, where $\Theta(x)$ is the Heaviside step function. In the third layer there are again $p$ continuous neurons such that $S_l^j = \sum_{k=1}^{p-l} S_{l+l}^{l+k}$. The pattern with the maximal overlap is $l$ if and only if $S_l^j = p - 1$. The weak point of this method is that the number of neurons and synapses scale like $N^2$ in the case where $p \approx N$. Nevertheless, in cases where there is only one macroscopic overlap, or in cases where the difference between the maximal overlap and the second maximal overlap is greater than the differences among the other overlaps, one can easily use macroscopic thresholds in the second layer such that it is necessary to have only $O(N)$ neurons. For instance, in the second layer there are $pq$ neurons, where $q$ is of $O(1)$ and $S_{l+l}^{l+k} = \Theta(m_l - m_k - \epsilon)$, where $\epsilon$ is smaller than the difference between the largest and the second largest overlap. It is obvious that the maximal overlap is $l$ if $S_l^j = q$. The constraint of one strongly dominant overlap is not artificial, since otherwise in the models studied here the retrieval is not ensured. It is also important to stress that this system is much better than a simple two-layer grandmother-cell circuit, since the important parameter is the differences among the overlaps and not the value of the largest overlap.

Since not only the convergence time plays a role in the analysis of parallel algorithms, but also the size (number of neurons), one approach to estimating the quality of a parallel algorithm is the product of time by size. It is important to note that the best product measure cannot be any less than the lower bound time for the same sequential solution. The reason is that it is possible to sequentialize any parallel dynamics. On one hand, the result for the PI system is reasonable, due to the fact that the product of time by size seems to scale like $O(N)$. This order of complexity is the lower bound for a search of the maximal number among $N$ (disordered) numbers. On the other hand, in the studied models each neuron is a processor of 1 bit, where in other methods each processor is of $O(\ln N)$ bits [to represent and to compare overlaps in the range $(-N, N)$]. However, our neural network systems are a shared memory system, which means that the same data (spin configuration) are shared by all the neurons. For instance, all the neurons in the next time step read the information of the $i$th neuron from the previous time step, and all the neurons together decide what to write in the $i$th neuron in the next time step. Furthermore, each neuron is not a processor which can make a comparison between two numbers, but can sum $N$ numbers in each time step. These two concepts of unrestrict ed range of shared memory and processors each one of which can sum $O(N)$ numbers in each time step give a strong computational power together with a simple circuit structure to the neural network systems. In order to achieve these goals it is necessary to have some analog devices with nonlinear characterizations, like analog neu-

![FIG. 3. The time convergence vs $\log_{10} N$ for the PI model, where $a=0.1$ and $m_0=0.3$. The dots indicate the average convergence time.](image-url)
rons in layered networks or analog membranes (to sum the input) in the discussed models. One of the main future goals is to understand the computational power of systems based on these concepts to solve more complicated problems. It seems that one can gain a logarithmic time \([\approx (\text{time}) \times (\text{size})]\) in comparison to the usual sequential or parallel dynamics. The possibility of gaining higher orders of computational time in more complicated problems certainly deserves further study, and may help to understand the advantages of such dynamics in biology in correspondence with information theory.

Simulations on larger systems and with better statistics or analytical progress are necessary in order to verify our results.

Finally, we would like to mention that the limit of a finite connectivity, where each neuron receives a finite number of inputs, seems to be a limit where one can simulate much larger systems. However, from some simulations that we made it seems that the fluctuations are much larger in this limit. Nevertheless, a convergence time of \(O(\ln N)\) seems to be the natural time scale, due to the fact that almost all loops in the system are of \(O(\ln N)\). Therefore it takes \(O(\ln N)\) steps for a local event to influence the whole system. We would like also to stress that in asymmetric system with finite connectivity one can analytically prove that the convergence time is of \(O(\ln N)\).

**Note added.** After this work was completed, I received a copy of unpublished work by Komlos and Paturi which proves that in the thermodynamic limit of the LH model and in the case of a perfect retrieval \([\alpha \neq O(1)]\) the convergence time under parallel dynamics is \(O(\ln \ln N)\). Furthermore, in the case of a finite \(\alpha\) after \(\ln(1/\alpha)\) parallel steps the overlap is greater than or equal to \(1 - \exp(-1/4m_0)\) and remains within this distance. Therefore this work proves that, in the thermodynamic limit and for large enough initial macroscopic overlap, in practice one can terminate the dynamical process after a small number of steps.
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